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Abstract - Euler used intrinsic equations expressing the radius of curvature as a function
of the angle of inclination to find curves similar to their evolutes. We interpret the evolute
of a plane curve optically, as the caustic (envelope) of light rays normal to it, and study the
Euler’s problem for general caustics. The resulting curves are characterized when the rays
are at a constant angle to the curve, generalizing the case of evolutes. Aside from analogs
of classical solutions we encounter some new types of curves. We also consider caustics of
parallel rays reflected by a curved mirror, where Euler’s problem leads to a novel pantograph
equation, and describe its analytic solutions.
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Introduction

Caustic, from Latin “burn”, is a curve or surface that is particularly brightly lit. In
geometric optics this happens because all light rays are tangent to it, and hence the light
concentrates near it. A special class of caustics, caustics by reflection or catacaustics (from
Greek catoptron, mirror), were introduced by Tschirnhaus in 1682 [14, 21]. For them the
rays come from a point source reflected in a curved mirror. Determining catacaustics
was an important test case for the early calculus methods. Jacob Bernoulli studied them
around 1692, and L’Hopital’s calculus textbook (1696) included two chapters on them [2].

As Bernoulli and l’Hopital already realized, evolutes of plane curves, the sets of their
centers of curvature, can be interpreted as a special case of caustics, when the light rays are
normal to the curve. They already appear implicitly in Apollonius’s Conica (c. 200 BC),
but the concept and the term “evolute” were introduced by Huygens in his Horologium
Oscillatorum (1673), in the course of designing an ideal pendulum clock. Other classical
examples of caustics include caustics by refraction and tractrices.

In this paper we investigate caustics with a special property that attracted much at-
tention early on. Huygens knew that cycloids are congruent to their own evolutes, and his
pendulum construction relied on that fact [21]. Bernoulli showed in 1692 that logarithmic
spirals have the same property. Half a century later Euler devoted two papers to studying
plane curves that are similar (homothetic) to their evolutes [7, 8]. Aside from logarithmic
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spirals and cycloids, their circular relatives, epicycloids and hypocycloids, turned out to
have this property as well. Many prominent French mathematicians, Gergonne [12], Pois-
son [18], Binet [1], Puiseux [19], weighed in on the problem of finding more such curves.
Puiseux gave a more or less complete analytic solution in 1844, which entered Salmon’s
1852 textbook [20, §§ 302-305], but was largely forgotten afterwards.

Prior to his work on evolutes, Euler introduced what we now call natural equations, and
effectively derived the Frenet-Serret (moving frame) equations for plane curves [6]. But
that was not quite what finding curves with similar evolutes required. Using parametric,
or even natural, equations leads to a non-linear problem. Euler discovered, and others
rediscovered, how to linearize it – instead of the arclength one has to use the curve’s angle
to a fixed line as the parameter, the angle of inclination. Even with this insight, the
general problem leads to delay differential equations, in addition to ordinary ones, whose
analytic solutions were first found by Puiseux.

In this paper we generalize the Euler’s problem to caustics specified by a direction
field along the curve (conormal field), and show that the use of the angle of inclination
linearizes it as well. Two special cases are studied in more detail. First, caustics of light
rays that are tilted to the normal direction of the curve by a constant angle, we call
them skew-evolutes of the curve. And second, caustics by reflection of a pencil of parallel
rays in a curved mirror. For the skew-evolutes the problem leads to ordinary and delay
differential equations analogous to the classical ones for evolutes, but some new types of
curves appear as solutions.

For caustics by reflection we encounter a more complex type of functional differential
equation even in the simplest cases, a pantograph equation. Such equations, even with
constant coefficients, were only studied since 1970s [10, 16]. Ours is singular with variable
coefficients, and, to the best of our knowledge, there is no general theory of such equations
to date. We investigate its analytic solutions, and find that, with the exception of the
classical cycloidal mirror [17], the mirrors they represent are not physically feasible. They
bend over themselves, and obstruct incoming rays from reaching their inner parts.

The paper is organized as follows. In Preliminaries we introduce the standard notation
and terminology from geometry of plane curves, with some modifications, and in Section
2 we derive the equation of the general caustic generated by a conormal field along a
curve. In Section 3 we specialize to families of rays that make a constant angle with the
curve and their caustics, the skew-evolutes. Analytic curves similar to their skew-evolutes
are surveyed more or less completely. In Section 4 we introduce caustics by reflection of a
parallel pencil of rays in a curved mirror, and discuss their geometric properties. Section
5 discusses solving the pantograph equation to which the Euler’s problem reduces, and
interpreting the solutions geometrically.

1 Preliminaries

Here we recall the standard notation and terminology of differential geometry [13, 23],
but with some modifications convenient for our purposes. The position vector of a plane
curve is denoted r, and its natural parameter, specified up to a choice of initial point and
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direction, s. Dots will denote derivatives with respect to s. Then ṙ(s) is the unit velocity
vector to the curve.

The curves we consider have smooth (infinitely differentiable) parametrizations, but
will be allowed to have cusps, that is points where the velocity reverses direction. Such
curves are often called fronts, or wavefronts [11], but we will not use this terminology.

Definition 1.1 Let T denote the unit tangent that varies smoothly along the curve except
for reversing the direction at the cusps. The unit normal N is obtained by rotating T
counterclockwise by 90◦, and also reverses direction at the cusps. The curvature κ is
taken with a sign that changes at the cusps.

This convention is different from the standard one, but it is natural for the parametriza-
tions that we will use, and allows analytic expressions for curves we consider to remain
valid across cusps. The vectors T and N form a moving frame along the curve, and
Ṫ = κN always holds. Together with the equation for N we obtain the Frenet-Serret
equations, which for plane curves were derived already by Euler [6]:{

Ṫ = κN

Ṅ = −κT.
(1)

Definition 1.2 The reciprocal of the curvature R = 1
κ

is called the (signed) radius of
curvature, and the point c = r + RN is called the center of curvature. The evolute of
a curve is the locus of its centers of curvature. Quantities associated with evolutes (and
later caustics) will be labeled by index 1, and we adopt the convention that ds1 and dR
have the same sign.

A natural equation of the curve κ = κ(s), and its equivalent R = R(s), sometimes called
Cesáro equation [15], are (almost) intrinsic, i.e. depend on its geometric shape rather
than on parametrization or position in the plane, up to the ambiguity in the choice of
natural parameter. Natural equations of many known plane curves can be found in [15]
and [25].

A natural parameter of the curve may no longer be natural for its evolute. We compute

ċ =
d

ds
(r +RN) = ṙ + Ṙ N +RṄ = T + Ṙ N −RκT = Ṙ N. (2)

Since ċ is the velocity of moving along c, and N is a unit vector, equation (2) implies
that ds1

ds
= Ṙ = dR

ds
, i.e. the change of the arclength along the evolute is equal to the

corresponding change in the radius of curvature along the source curve.
Euler’s idea was to use instead of a natural parameter the angle θ of the curve with a

fixed line, which we might as well identify with the x-axis [23], Figure 1(b).

Definition 1.3 The angle θ between the tangent to a plane curve and the x-axis is called
its angle of inclination at that point. The equation R = R(θ), where R is the (signed)
radius of curvature, will be called the inclination equation of the curve.
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Similar equations were used by Whewell [24], but he worked with s(θ) rather than R(θ).
Thinking of curving as an infinitesimal rotation we see that ds

R
= dθ when R is positive.

To make this hold universally, we need to change the meaning of s as the arclength since
we allow negative R.

Definition 1.4 We redefine s as the parameter satisfying ds
dθ

= R(θ), and continue to use
dots for derivatives with respect to this s.

Our s can increase as well as decrease with θ since R can be negative, but θ will always
strictly increase along a curve, and (1) continue to hold. We also have ds1

R1
= dθ, since the

change of the angle is the same along the curve and its evolute, so

R1 = R
dR

ds
=
dR

dθ
. (3)

Now we can see why the angle of inclination might be a better parameter – while the
relation of R1(s) to R(s) is non-linear, R1(θ) is just the derivative of R(θ). From now on
we will denote derivatives with respect to θ by ′. Note that R1(θ) is not an inclination
equation of the evolute, rather it is R1(θ1) = R′(θ1 − π

2
), because for evolutes θ1 = θ + π

2
.

Still, in terms of inclination equations, passing to the evolute amounts to just taking the
derivative and shifting the argument, a linear operation.

(a)

T1

1N

T

N

(b)
θ

dθ

R ds

Figure 1: (a) Moving frames for a curve and its evolute; (b) angle of inclination, arclength
and the radius of curvature for a plane curve.

Moreover, inclination equations are no less intrinsic than natural equations. The only
extrinsic choices are the fixed line and the direction of measuring the angle, just as with
a natural parameter we had to choose the starting point and the direction. From an
inclination equation we can easily retrieve a natural parameter, s =

∫
R(θ)dθ, and even

parametric equations of the curve [23]:

x(θ) =

∫
R(θ) cos θ dθ; y(θ) =

∫
R(θ) sin θ dθ . (4)

Note that under our sign conventions the unit tangent to the curve is always T (θ) =
(cos θ, sin θ), and it reverses the direction relative to the direction of increasing θ whenever
R(θ) changes sign at a cusp [13, 7.5]. The unit normal is N(θ) = (− sin θ, cos θ), and it
also reverses direction at cusps.
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2 Conormal fields and their caustics

To generalize Euler’s observation, let us first interpret evolutes optically. Picture a win-
dowless room with evenly spaced lasers mounted on the walls near the ceiling. Some places
on the ceiling will be particularly brightly lit. Those are the places where multiple laser
rays “lump” together. They are typically clustered around a curve determined by the
shape of the room, it is the curve that all the rays are tangent to. Such a curve is defined
for any smooth one-parameter family of smooth curves and is known as its envelope. In
the case of light rays, the envelope is called the caustic.

To find the caustic, note that there are two ways of moving within a family of plane
curves. We can move along a curve in the family, or we can move transversally to it, from
one curve to another. Typically, these two directions of motion are distinct, but when
moving along the envelope they merge into a single one, the direction of its tangent. If
the lasers are normal to the wall shaped by a naturally parametrized curve r(s), then the
family of light rays is given by rt(s) = r(s) + tN(s). The two directions are ∂rt

∂s
= ṙt and

∂rt
∂t

= N , respectively. On the envelope these two vectors must be collinear, i.e. their
cross-product must equal to 0. By the moving frame equations (1),

∂rt
∂s
× ∂rt

∂t
= ṙt ×N = (ṙ + tṄ)×N = (1− tκ)T ×N .

Since T and N are orthogonal unit vectors, this product is 0 if and only if t = 1
κ
. Therefore,

the caustic c = r + 1
κ
N is exactly the evolute of r.

(a)

ν T

τN

(b)

Figure 2: (a) Moving coframe tilted by angle φ; (b) conormal field along a curve.

Now imagine that the lasers are not normal to the wall, but point at varying directions,
as on Figure 2(b). The next definition introduces the corresponding generalization of
evolutes.

Definition 2.1 Denote the unit vector along the direction of the ray ν, and call the angle
φ between ν and N the tilting angle, with the positive tilt being in the direction of T .
Denote τ the unit vector perpendicular to ν such that τ, ν form a right pair. The fields
ν(s), τ(s) are called conormal and cotangent fields, respectively, and τ, ν the moving
coframe. The caustic generated by rays directed along a field ν is called the conormal
caustic.

It turns out that there are straightforward analogs of Frenet-Serret equations (1) for the
moving coframe. Differentiating the relations τ · τ = 1, τ · ν = 0, and ν · ν = 1, we obtain

the pump journal of undergraduate research 3 (2020), 205–225 209



for some function χ(s): {
τ̇ = χ ν

ν̇ = −χ τ.
(5)

Clearly, χ(s) plays a role analogous to curvature, but reflects not only curving of the
curve itself but also variation in the tilting angle along it. We can specify a conormal
field by a field of tilting angles φ(s), or, more conveniently for our purposes, φ(θ). Using
the moving coframe we will generalize Euler’s formula for the inclination equation of the
caustic in these terms. Recall that dots stand for derivatives with respect to s and primes
for derivatives with respect to θ.

Theorem 2.2 Let R be the (signed) radius of curvature of a plane curve with rays at
each point tilted at angle φ to its normal, and assume that φ′ 6= 1 at any point. Then the
angle of inclination of the caustic at the point of tangency with the ray is θ1 = θ+ π

2
− φ,

and its (signed) radius of curvature is

R1 =
1

(1− φ′)2

((
(1− 2φ′) sinφ+

φ′′

1− φ′
cosφ

)
R + cosφR′

)
. (6)

Proof. From Definition 2.1 we have:{
τ = cosφT − sinφN

ν = sinφT + cosφN.
(7)

Differentiating the first equation, and taking into account (1), (5) and (7), we find:

χ = κ− φ̇ =
1− φ′

R
. (8)

Using the moving coframe equations we can find parametric equation of the caustic and
its velocity analogously to the normal case:

c = r +
cosφ

χ
ν ; (9)

ċ = ṙ − χ̇

χ2
cosφ ν − φ̇

χ
sinφ ν +

1

χ
cosφ ν̇ =

((
1− φ̇

χ

)
sinφ− χ̇

χ2
cosφ

)
ν .

The coefficient ċ ·ν of ν gives the factor relating the natural parameters of the two curves:
ds1 = (ċ · ν)ds. As expected, conormal rays are tangent to the caustic. This implies that
the angles of inclination along the curve and its caustic are related as θ1 = θ + π

2
− φ,

Figure 3(a). Since ds = Rdθ and ds1 = R1 dθ1:

R1 =
ds1
dθ1

=
(ċ · ν) ds

dθ − dφ
=

(ċ · ν)Rdθ

dθ − dφ
=

ċ · ν
1− φ′

R . (10)

Combining (9) and (10) we compute:

R1 =
1

1− φ′

((
1− φ̇

χ

)
sinφ− χ̇

χ2
cosφ

)
R (11)
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The formula (6) now follows from (8) and (11). �
If φ′ = 1 at a point then the caustic flattens at the corresponding point, κ1 = 0. If φ′ = 1
over an interval then θ1 = const on that interval, i.e. the rays are parallel to each other
on it and the caustic stays “at infinity”. For the evolutes, φ = φ′ = φ′′ = 0, so this
reduces to the familiar R1 = R′. Moreover, as long as the tilting angle is known as a
function of inclination, finding the caustic is always a linear problem. Theorem 2.2 allows

(a)

π/2 −

θ1θ
(b)

Figure 3: (a) angles of inclination along a curve and its caustic; (b) skew-evolute.

us to express similarity of a curve to its caustic as an equation for R(θ). One may be
tempted to equate the right hand side of (6) to aR(θ), where a is the similarity factor,
but that overlooks the change in the angle of inclination and the residual ambiguities in
the inclination equations. The angle of inclination of the caustic is shifted by π

2
− φ(θ)

relative to the angle of inclination of the curve. If we rotate the curve θ will shift by the
angle of rotation, and if we change the direction of measuring it, it will switch sign. Thus,
the general condition we want is R1 (θ1) = aR(±(θ1 − β)), where θ1 is the caustic’s angle
of inclination. But (6) gives us R1 as a function of θ, not θ1.

Corollary 2.3 Let R = R(θ) be the inclination equation of a plane curve with a conormal
caustic defined by the field of tilting angles φ(θ) such that φ′ 6= 1. Then the curve and the
caustic are similar if and only if R satisfies the functional differential equation:

1

(1− φ′)2

((
(1− 2φ′) sinφ+

φ′′

1− φ′
cosφ

)
R + cosφR′

)
= aR

(
±(θ +

π

2
− φ− β)

)
(12)

for some real a and β.

For evolutes the similarity equation (12) reduces toR′(θ) = aR(±(θ−α)), where α = β−π
2
.

3 Curves similar to their skew-evolutes

As we mentioned, one can think of evolutes as conormal caustics of families of rays with
zero tilting angle at each point. The next simplest case is to consider families with a fixed
angle φ other than zero, see Figure 3(b).

Definition 3.1 The skew-evolute of a plane curve with tilting angle φ is the caustic of
rays that make a constant angle π

2
− φ with the curve.
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For skew-evolutes we still have φ′ = φ′′ = 0, so (12) simplifies to

cosφR′(θ) + sinφR(θ) = aR(±(θ − α)), (13)

where α = β− π
2
. For the purposes of solving this equation it is convenient to distinguish

three types of cases [20].

Definition 3.2 We say that a curve and its skew-evolute are similar point by point
when the right hand side in (13) is just aR(θ), similar in inverse position when it is
aR(α− θ), and similar with delay/advance when it is aR(θ − α).

For the inverse position case the direction of motion along the skew-evolute is reversed
compared to the direction on the curve. For the delay/advance case, if one thinks of θ as
“time” (13) means that the skew-evolute’s radius curvature at any “moment” scales the
curve’s radius at some other “time” θ−α. When α > 0 we have a delay, and when α < 0
we have an advance. An advance can be converted into a delay by switching from θ to
−θ as the angle of inclination, and changing the signs of φ and a, so it suffices to consider
only the case α > 0.

For (normal) evolutes all curves similar to them point by point and in inverse posi-
tion were already found by Euler in [7] and [8], and some were known to Huygens and
Bernoulli even earlier. Finding them reduces to solving simple ordinary differential equa-
tions (ODE). But the delay case requires solving a different type of equation, a delay
differential equation (DDE) [9]. Unlike the ODE, whose solutions depend on a few free
constants, general solutions to DDE contain infinitely many of them. Hence, this case
produces the “most” curves. A theory of DDE was only developed after Euler, and the
curves similar to their evolutes with delay were characterized by Puiseux a century after
him [19]. Let us see what happens when we allow constant tilting angles that are non-zero.

(a) (b) (c)

Figure 4: (a) Logarithmic spiral whose skew-evolute is a single point, φ = 85◦; (b)
logarithmic spiral whose skew-evolute is a similar spiral, φ = 45◦; (c) skew-evolute of a
circle is another circle.

Corollary 3.3 (i) Plane curves similar to their evolutes point by point are logarithmic

spirals with inclination equations R(θ) = Ae
a−sinφ
cosφ

θ that degenerate into circles when a =
sinφ, see Figure 4.
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(a) (b) (c)

Figure 5: Skew deformations of cycloidal curves with φ = π
4
: (a) epicycloid, a = 3

4
; (b)

cycloid, a = 1; (c) hypocycloid, a = 2.

(ii) Plane curves similar to their evolutes in inverse position have inclination equations

that solve the second order ODE R′′(θ)+
(

a2

cos2 φ
− tan2 φ

)
R = 0. They are deformations of

epicycloids, cycloids and hypocycloids, when the expression in parentheses is positive, cir-
cle’s involutes when it is 0, and have inclination equations R(θ) = A cosh(bθ)+B sinh(bθ)
when it is negative, where b2 = tan2 φ− a2

cos2 φ
, see Figures 5,6.

Proof. The case (i) is straightforward by solving the point by point equation cosφR′(θ)+
sinφR(θ) = aR(θ). For (ii) (13) reduces to cosφR′(θ) + sinφR(θ) = aR(α − θ). We
can solve it by using a general trick for solving functional differential equations with
idempotent functions, such as θ 7→ α−θ, in the argument [9]. Dividing by cosφ transforms
it into R′(θ) = − tanφR(θ)+ a

cosφ
R(α−θ). Replacing θ by α−θ in it we have R′(α−θ) =

− tanφR(α− θ) + a
cosφ

R(θ). Now setting Q(θ) := R(α− θ) we obtain a first order system
of ODE for R and Q: {

R′ = − tanφR + a
cosφ

Q

Q′ = tanφQ− a
cosφ

R.

Differentiating the first equation and eliminating Q′ using the second we reduce it to the
claimed second order ODE. It is the equation of the harmonic oscillator and its hyperbolic
analog, whose solutions are well-known. �

(a) (b) (c)

Figure 6: (a) Skew-evolute of circle’s involute; hyperbolic skew-cycloids with inclination
equations: (b) R(θ) = cosh(θ); (c) R(θ) = 2 cosh(θ)− sinh(θ).
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Note that the second order equations in (ii) have two constants of integration, one of
which can be eliminated using that Q(θ) = R(α − θ). If both are chosen freely this
choice will specify α. Many of the resulting curves are direct analogs of classical curves
similar to their (normal) evolutes, Figures 4, 5. However, some new curves appear as well.
When a = ± sinφ we get circle involutes (curves whose evolutes are circles), and when
a2 < sin2 φ we get unnamed curves with points of self-intersection, see Figure 6.

The remaining equation R′(θ) cosφ + R(θ) sinφ = aR(θ − α) can not be reduced to
an ODE by an analytic trick, but it is a linear delay differential equation (DDE) with
constant coefficients. Some special solutions to it can be found explicitly by the method
of characteristics, used already by Puiseux [19] to find curves similar to their evolutes.

We begin by looking for solutions of the form R(θ) = eλθ. Substituting R into the
equation gives us the characteristic equation, which reduces to (λ+ tanφ) eαλ = a

cosφ
. It

is further reduced to a more standard form by making the substitution z = α(λ+ tanφ),
then

zez =
αa

cosφ
eα tan(φ).

This is known as the Lambert equation. Although it can not be solved in elementary
functions, it is almost as well studied. The solutions are given by the Lambert function
W , the inverse of zez, which is implemented in standard computer algebra systems [4].
Like the complex logarithm Ln, which is the inverse of ez, it is multi-valued, and its
branches Wk are indexed by integers. Depending on the value of the right hand side this
equation has two, one or no real solutions λ0,1, and infinitely many complex conjugate
ones. We can express the roots generally as

λk = ξk ± iηk =
1

α
Wk

(
αa

cosφ
eα tanφ

)
− tanφ. (14)

Since our DDE is linear its general solution is the sum of particular ones for all possible
λk. These sums are potentially infinite.

Corollary 3.4 Plane curves similar to their evolutes with delay have inclination equa-
tions (formally) representable in the following form, where λk are the solutions (14) of
the Lambert equation:

R(θ) = A0 e
λ0θ + A1 e

λ1θ +
∞∑
k=2

eξkθ(Ak cos(ηkθ) +Bk sin(ηkθ)). (15)

One has to select the coefficients Ak and Bk carefully to ensure convergence, but finite
sums already give an infinite dimensional family of curves. It is impossible to survey them
all, but even keeping a single term with complex λk gives some interesting examples. They
are a cross of logarithmic spirals and cycloidal curves. Puiseux, who first found them in
the evolute case, described a curve with the inclination equation R(θ) = ecθ sin(γθ) as
follows [19]:

It presents, like the epicycloid, a sequence of cusp points corresponding to the
values of θ which grow in degrees equal to π/γ; but these points, instead of being
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(a) (b) (c)

Figure 7: (a) Puiseux epicycloidal spiral, the inset shows self-similarity; (b) Puiseux
cycloid; (c) Puiseux hypocycloidal spiral.

(a) (b) (c)

Figure 8: (a)-(c) Puiseux skew-cycloids and skew-cycloidal spirals, φ = π
6
.

situated on the same circle, are on a logarithmic spiral, and the tangent at each of
them, instead of being confined to the radius vector, makes a constant angle with
it. Moreover, the radius vector at each point attains its maximum or minimum,
according to whether

√
c2 + γ2 is greater or smaller than 1.

Puiseux does not say what happens when
√
c2 + γ2 = 1, see Figure 7(b). This curve

resembles a cycloid, with cusps situated on a line, but with increasing arc sizes. As one
can see from Figure 7, like logarithmic spirals, Puiseux’s cuspidal spirals are self-similar
– the same pattern is reproduced when scaling them. This property holds also for their
skew versions, see Figure 8.

4 Mirrors and caustics by reflection

After conormal caustics with constant tilting angles the next ones in complexity have
tilting angles linear in θ. Caustics by reflection of parallel rays provide one such example.
Tschirnhaus and Bernoulli considered caustics of rays coming from a point source of light
reflected in a curved mirror. Their shape depends on the relative positions of the source
and the mirror, in addition to the shape of the mirror. We will move the source to
infinity along a fixed direction to have them depend on the direction and the shape of the
mirror only. As a result, the incoming rays will become parallel to this direction, and the
reflected rays will all be tangent to the caustic by reflection that we consider [13, 12.3].
For definiteness, we will have the rays incoming along the positive direction of the x-axis,
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and place the mirror “vertically”, see Figure 9(b). The next definition describes optically
feasible mirrors, which do not obstruct their parts from getting hit by incoming rays.

Definition 4.1 We call a plane curve vertical if it is the graph of a function x = f(y).
Its caustic by reflection is the envelope of the family of rays that are reflections of
horizontal rays by it.

Thinking of caustics by reflection as conormal caustics, in the notation of Section 2 we have
a variable tilting angle, φ = π

2
− θ, see Figure 9(a). Therefore, sinφ = cos θ, cosφ = sin θ,

φ′ = −1, and φ′′ = 0, so formula (11) simplifies to

R1 =
1

4
(3 cos θ R(θ) + sin θ R′(θ)) . (16)

As a warm-up example, let us apply it to a circular mirror of unit radius, i.e. R(θ) = 1.

(a)
θ θπ/2 −

N
ν

(b)

Figure 9: (a) Conormal vector and the tilting angle of a reflected horizontal ray; (b)
reflection diagram and caustic by reflection of a semi-circle (half of nephroid).

Then R1 = 3
4

cos θ. Of course, only the semicircle 0 ≤ θ ≤ π forms a vertical mirror, other
parts of the circle would block the light rays coming from the left. In contrast to evolutes
and skew-evolutes, the angle of inclination of the caustic is not just shifted by a constant
from the angle of inclination of the mirror curve, instead θ1 = θ+ π

2
− φ = 2θ. Therefore,

the inclination equation of the caustic is R1(θ1) = 3
4

cos θ1
2

. This curve is easily recognized
as an epicycloid. This particular one is called nephroid (from Greek nephros, kidney), and
it is roughly the lit curve one often sees on the surface of a coffee cup, sometimes called
the coffee cup caustic, Figure 9(b). The reason for “roughly” is that the light source is
usually not the Sun but a light bulb, which is not “at infinity”. We can see that infinite
curvature corresponds to a cusp on the caustic at θ1 = π.

There is also a simple relation between parametric equations of vertical mirrors and
their caustics.

Corollary 4.2 Let r(θ) be the radius vector of a vertical mirror and c(θ) of its caustic.
Then

c(θ) = r(θ) +
1

2
R(θ) sin θ (cos 2θ, sin 2θ). (17)

Therefore, the length of the ray segment between the mirror and the caustic is 1
2
|R(θ) sin θ|.
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Proof. Since φ = π
2
− θ we have by trigonometry

ν = sinφT + cosφN = sinφ (cos θ, sin θ) + cosφ (− sin θ, cos θ)

= (sin(φ− θ), cos(φ− θ)) = (cos 2θ, sin 2θ).

The desired formula follows directly from formulas c = r + cosφ
χ
ν and χ = κ − φ̇ = 1−φ′

R

from the proof of Theorem 2.2. The claim about the length follows from the distance
formula. �
It will be convenient for us in many cases to extend mirror curves beyond the angles of
inclination 0 ≤ θ ≤ π, to all θ ≥ 0. The next corollary gives us simple facts about the
shape of vertical mirrors and their caustics.

Corollary 4.3 Vertical mirrors without inflection points consist of concave or convex
arcs separated by horizontal cusps. If their caustics by reflection are also vertical they
have horizontal cusps at the same points as the cusps of the mirror, and at the points
corresponding to the points of mirror’s vertical tangency. The latter are on the same
horizontal segment, removed from them by half the radius of mirror’s curvature there.

Proof. In the absence of inflection points R can only change sign at cusps, and non-
horizontal cusps are inconsistent with verticality. Hence R(θ) keeps the same sign between
multiples of π (where the cusps are), and the mirror is either convex or concave between
them. Conversely, if R switches signs at multiples of π then R sin θ is positive or negative
for all θ, and y(θ) is a monotone function of θ by (4). Hence x(y) is a function graph.

Since the rays reflected at horizontal or vertical points on the mirror remain horizontal,
and the caustic is tangent to them, it must have horizontal tangents at those points. And
since the nearby rays are reflected to the opposite sides of this tangent the unit tangent to
the caustic reverses direction at them, i.e. the caustic has cusps there. When θ = πn we
have sin θ = 0 and (17) shows that c(πn) = r(πn). When θ = π

(
n+ 1

2

)
the y coordinates

of c and r are the same because of the sin 2θ factor, and the horizontal distance is 1
2
|R|

because | sinπ
(
n+ 1

2

)
| = 1. �

These facts are illustrated by the example of circle and nephroid in Figure 9(b). In
particular, if the mirror has locally maximal or minimal curvature at the vertical points (as
in the case of the circle) then the corresponding cusps of the caustic bisect the horizontal
segments connecting them to the mirror’s centers of curvature at those points. Note,
however, that vertical mirrors are not obliged to have vertical caustics, the latter can
even have self-intersection points [3].

From now on we will assume that our mirrors are concave (between cusps) in the
direction of incoming rays, so that their caustics are visible rather than virtual. Let us
now turn to designing mirrors whose caustics reproduce their shape. For caustics by
reflection the similarity equation (12) simplifies to

sin θ R′(θ) + 3 cos θ R(θ) = 4aR(±(2θ − β)). (18)

In contrast to evolutes and skew-evolutes, even point by point case β = 0 does not lead
to a first order ODE here. The only exception is when a = 0 and the caustic is a single
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point. Integrating it we find R(θ) = A
sin3 θ

. The corresponding parametric equations
(without additive constants) are, according to (4):

x(θ) =

∫
R(θ) cos θ dθ = − A

2 sin2 θ
; y(θ) =

∫
R(θ) sin θ dθ = −A cot θ .

From trigonometric identities the equation in x-y coordinates is y2 + 2Ax = −A2, which
is a family of horizontal parabolas with latus rectum 2A. Note that we do not need
to extend θ beyond (0, π) for the parabolic mirror, this interval already gives the entire
parabola. The property of parabolas to focus a beam of parallel light rays at a single
point is well-known from classical geometry, see Figure 10(a), not the least because of
the semi-legendary story of Archimedes burning the Roman fleet with a parabolic mirror.
But it is satisfying to find the shape by honest toil, rather than by simply recalling a
known property of parabolas.

From now on we will restrict to the point by point similarity. This means that we
want to solve the equation

sin θ R′(θ) = 4aR(2θ)− 3 cos θ R(θ), (19)

which is neither ordinary nor even delay differential equation that we encountered earlier.
An equation of this sort, y′(t) = y(λt), first appeared in Mahler’s work on partitions in
1940, but was not much studied until 1970-s, when Ockendon and Tayler derived a more
general form with constant coefficients, y′(t) = ay(λt) + by(t). It described a model of a
current collection system, the so-called pantograph, that one sees on top of electric trains
connecting them to the wires above [10]. Since 1990-s functional differential equations
with arguments of the form λt, even with multiple λ-s and variable coefficients, came
to be called pantograph equations, see [5, 16] for recent reviews. But most of examples
considered in the literature have constant coefficients, and even [16], that does allow
variable coefficients, assumes that they are non-singular at θ = 0, i.e. the coefficient in
front of the derivative does not vanish there. This is the worst case scenario analytically,
and little is known about solutions to such equations.

Definition 4.4 We call (19) the mirror pantograph equation and curves correspond-
ing to its solutions pantograph mirrors.

There is more bad news. Assuming a smooth concave mirror we expect it to have a
vertical tangent at some point, which means the caustic must have a cusp at the corre-
sponding point (excluding parabolic mirrors when the entire caustic collapses into a single
point). But how can a mirror with no cusps have a congruent or similar caustic that has
them? It seems that (19) has no geometrically meaningful solutions at all! But this is
too hasty. The mirror can have cusps at the edges, i.e. at θ = 0, π, and an arc of the
caustic between its cusps could reproduce the mirror’s shape. If we extend the mirror
indefinitely up, as we did, perhaps it can be similar to its caustic even strictly speaking.
We will show that this is indeed the case.
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(a) (b)

Figure 10: Reflection diagrams and caustics by reflection of a (a) parabolic mirror; (b)
cycloidal mirror.

Consider an auxiliary equation obtained from (19) by substituting R = Q sin θ:

tan θ Q′(θ) = 8aQ(2θ)− 4Q(θ). (20)

It is easy to see that Q = const is a solution for a = 1
2
, and up to scale this gives R = sin θ.

This is the classical cycloidal mirror [17], see Figure 10(b). It gives, in a sense, the ideal
configuration for a mirror similar to its caustic. Within each arc of the cycloid exactly
two arcs of the caustic’s half-sized cycloid fit. Extending the mirror and the caustic up
indefinitely we get two globally similar curves.

Figure 11: Similarity structure of a pantograph mirror and its caustic: identically labeled
arcs are similar to each other.

Are there mirrors other than the cycloidal mirror that are similar to their caustics
like this? At first glance, it seems that the answer must be no. We certainly can not fit
three or more caustic arcs within a single arc of a concave mirror. Each cusp would have
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to correspond to a vertical tangent to the mirror, and there is only one of those on it.
Thus, we expect a chain of concave arcs with cusps at the ends, each of which generates
a caustic with two arcs separated by a cusp, whose other cusps coincide with the cusps of
the mirror by Corollary 4.3, see Figure 11. Here is a simple observation about the shape
of such mirrors.

Corollary 4.5 Given a vertical pantograph mirror with horizontal tangent at θ = 0 the
cusps of its caustic corresponding to the mirror’s angles of inclination θ = 0, π

2
, π, 2π, 4π,

. . . lie on the same line.

Proof. Place the origin O at r(0) and label the listed cusps A, B, C, etc, see Figure
11. By assumption, arcs I of the mirror and the caustic start at the origin and are similar
without rotation or reflection. Hence the segment OB is obtained by central scaling of
OA with the scaling factor a−1, and points O, A, B, corresponding to θ = 0, π

2
, π, are

on the same line. By the same argument applied to arcs II, A, B, C, corresponding to
θ = π

2
, π, 2π, are also on the same line. Hence all four points are on the same line, and

the general conclusion follows by induction. �
Equation (19) means that the first arc of the caustic is similar to the first arc of the
mirror, second to the second, and so on. In the case of the cycloid both initial arcs of the
caustic were similar to the first arc of the mirror that generates them (and hence to each
other). This then implied that all arcs of the mirror and of the caustic are similar, and
all cusps are on the same line, the y-axis. This might have been a lucky accident, and
too much to ask for in general. Thus, in the next section we will study equation (20) and
non-cycloidal mirrors with a weaker similarity structure sketched on Figure 11.

5 Solving the mirror pantograph

We already converted the mirror pantograph equation (19) into a simpler form (20). To
get some intuition about the solutions to the latter let us consider a simplified equation
that approximates it near 0:

θQ′(θ) = 8aQ(2θ)− 4Q(θ). (21)

Conjecturing a solution of the form Q(θ) = θk, we get the characteristic equation k =
2k+3a− 4. Hence such solutions exist only for special similarity factors a = k+4

2k+3 . Indeed,
one can show more. Assuming that Q(θ) has a Laurent expansion at 0, the equation
implies that it must be a single power θk, with k an integer, or a linear combination
of powers with the same a (this only happens for k = −3,−2 with a = 1). Thus, for
a = k+4

2k+3 6= 1 with an integer k we should expect a single solution to (20) (up to scale)
that behaves like θk at 0. To prove it, we recall the Taylor expansion of tan θ at 0:

tan θ = τ0θ + τ2 θ
3 + τ4 θ

5 + · · · =
∞∑
n=0

τ2n θ
2n+1, (22)
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where τ2n = 222n−1
π2n ζ(2n), and ζ is the Riemann zeta function ζ(s) :=

∞∑
n=1

1

ns
. Obviously,

ζ(s) is monotone decreasing for real s > 1, and since ζ(2) = π2

6
we have for k ≥ 1:

0 < τ2n ≤
π2

3

(
2

π

)2n

. (23)

Now we are ready to construct solutions to (20) analogous to θk for (21).

Lemma 5.1 Given an integer k, there exists an analytic (in a punctured neighborhood
of 0) solution Q(θ) =

∑∞
n=k an θ

n to (20) with ak 6= 0 if and only if a = k+4
2k+3 . Among

analytic solutions, this solution is unique up to scale unless k = −3, in which case there is
a two-parameter family of solutions. Moreover, all an with n of the same parity as k have
the same sign as ak, the rest are 0, and |an| ≤ M

(
2
π

)n
for some M > 0. In particular,

the Laurent series for Q(θ) converges for |θ| < π
2
.

Proof. We will look for a solution in the form Q(θ) =
∑∞

n=k an θ
n with ak 6= 0. Substi-

tuting this series and the Taylor series for tan θ at 0 into (20), and equating the coefficients
of θn we obtain the equation:

(2n+3a− 4) an = nan + τ2(n− 2) an−2 + τ4(n− 4) an−4 + . . . (24)

The sum is finite because am = 0 for m < k. Note that (2k+3a − 4 − k)ak = 0, so

a =
k + 4

2k+3
. There are no further restrictions on ak, so it can be selected arbitrarily. The

same equation holds with k replaced by k+1, and it implies that ak+1 = 0, unless k = −3
and a = 1. In that case a−2 is also arbitrary. Since ak+1 = 0 all coefficients with indices
of the opposite parity are 0 by (24). Solving (24) formally for an we get the recursion

an =
τ2(n− 2)an−2 + τ4(n− 4)an−4 + . . .

2n+3 a− n− 4
=

1

2n+3a− n− 4

bn−1
2 c∑
i=1

τ2i(n− 2i) an−2i. (25)

The denominator can be rewritten as 2n+4

(
a

2
− n+ 4

2n+4

)
. By elementary calculus, f(t) :=

t+4
2t+4 is strictly monotone decreasing for t + 4 > 1

ln 2
, and f(k) = a

2
by assumption on a.

Hence a
2
− f(n) > 0, and the denominator is strictly positive for n > k.

Thus, the recursion (25) is well defined, and implies that all an of the same parity
as k are non-zero and have the same sign. It remains to show that the series with the
coefficients the recursion determines converges. Pick N large enough to make

(n−
⌊
n
2

⌋
)
⌊
n
2

⌋
2n+4 a− n− 5

π2

3
≤ 1

for n ≥ N . Denote R = π
2

and A = π2

3
, and set M := max

n≤N
(|an|Rn). By definition of

M , we have |an| ≤
M

Rn
for n ≤ N , and by (23), |τ2n| ≤

A

R2n
. We proceed by induction
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assuming that the inequality holds up to n = N . By the recursion:

|an+1| ≤
1

2n+4a− n− 5

bn2 c∑
i=1

|τ2i||n+ 1− 2i||an+1−2i|

≤ 1

2n+4a− n− 5

bn2 c∑
i=1

(n+ 1− 2i)
A

R2i
· M

Rn+1−2i

≤ 1

2n+4a− n− 5

AM

Rn+1

bn2 c∑
i=1

(n+ 1− 2i) =
(n−

⌊
n
2

⌋
)
⌊
n
2

⌋
A

2n+4a− n− 5
· M

Rn+1
.

By definitions of N and A, the coefficient in front of
M

Rn+1
is ≤ 1, and the induction step

is concluded. �
Note that if Q ∼ θk with k < −1 then R = Q sin θ will have a pole at 0, indeed, the
parabolic mirror corresponds to k = −4. We will now restrict our attention to k ≥ −1
and convert solutions to the auxiliary equation (20) into those for the original one (19).
The idea is to use the doubling of the argument in the pantograph equation to extend the
solution from a neighborhood of zero to the entire half-axis θ ≥ 0.

Theorem 5.2 For any integer m ≥ 0, there exists a global analytic solution R(θ) to (20)

on [0,∞) with R(θ) ∼ θm near 0 if and only if a =
m+ 3

2m+2
. This solution is unique up to

scale.

(a) (b) (c)

Figure 12: Analytic pantograph mirrors similar to their caustics: (a) graph of R(θ) for
m = 2, a = 5

16
; (b) mirror and caustic for m = 2, a = 5

16
; (c) for m = 3, a = 3

16
.

Proof. By Lemma 5.1 we have such a solution R(θ) = Q(θ) sin θ on [0, π
2
). Rearranging

the terms, we can rewrite (19) as

R(2θ) =
1

4a

(
3 cos θ R(θ) + sin θ R′(θ)

)
(26)

As θ varies over
[
0, π

2

)
on the right 2θ varies over [0, π). The values of R(θ) on

[
0, π

2

)
agree

with the original ones because it satisfies (19) there by construction. Hence the doubling
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formula (26) provides an analytic continuation of R(θ) to [0, π), and the continued function
satisfies the mirror pantograph equation there. Repeating the process we can continue it
to [0, 2π), [0, 4π), and so on. By induction, we obtain an analytic solution on [0,∞). �

Figure 12 shows the analytic solution generated numerically for m = 2, a = 5
16

. For
θ < π

2
we used the power series for Q(θ) with the coefficients determined recursively from

(25) (up to n = 30), and R(θ) = Q(θ) sin θ. For θ ≥ π
2

we found R(θ) by iterating the
doubling formula (26). At first glance, everything looks in order. But, as one can clearly
see on the graph, the computed zeros of R(θ) deviate from the multiples of π. As a result,
the cusps of the mirror and its caustic are not exactly horizontal, and the effect becomes
more pronounced as m increases and a decreases, see Figure 13. The cusps are not quite

(a) (b)

Figure 13: Reflection diagrams of analytic pantograph mirrors and their caustics, middle
cusps tilt down from the horizontal: (a) m = 2, a = 5

16
; (b) m = 3, a = 3

16
.

on the same line either, although that is harder to detect visually, it is more visible for
m = 3, Figure 12(c).

The reason for this disappointing result is that equation (19) does not by itself guaran-
tee verticality of the mirror, and hence its physical feasibility (recall that even the caustic
of a vertical mirror may not be vertical). We also need R(θ) to switch signs at multiples
of π. Since R = Q sin θ it would suffice that Q is finite at multiples of π. However, Figure
14(a) shows the graph of Q = Q(θ) generated using the power series, which suggests that
it has a pole at π.

(a) (b)

Figure 14: Analytic pantograph solutions for m = 2, a = 5
16

: (a) graph of Q(θ); (b)

graph of R(θ+π)
R(θ)

.
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In other words, while the mirror pantograph has analytic solutions other than the
cycloid, they are not feasible mirrors. Still, the solution for a = 5

16
is close to being vertical,

and one can ask if there is, perhaps, a non-analytic vertical solution in its vicinity. On
Figure 12(b) this pantograph mirror looks similar to its caustic even in a stronger sense
we saw with the cycloidal mirror, where all arcs between cusps are similar to each other.
For a solution to (19) to have this property it suffices that the first two arcs of the mirror
are similar to each other, i.e. that the radii of curvature at θ and π + θ are in the same
ratio for every θ. On Figure 14(b) we graphed this ratio for the a = 5

16
mirror to show

that it is not, in fact, constant. However, it does not vary much away from the cusps
creating the visual impression of approximate similarity, and so one again wonders if there
are non-analytic vertical mirrors that are similar to their caustics in this stronger sense.
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Birkhäuser, 2018.

[6] L. Euler, De constructione aequationum ope motus tractorii aliisque ad methodum
tangentium inversam pertinentibus, Commentarii academiae scientiarum Petropoli-
tanae, 8 (1741), 66–85.

[7] L. Euler, Investigatio curvarum quae evolutae sui similes producunt, Commentarii
academiae scientiarum Petropolitanae, 12 (1750), 3–52.

[8] L. Euler, Demonstratio theorematis Bernoulliani quod ex evolutione curvae cuius-
cunque rectangulae in infinitum continuata tandem cycloides nascantur, Novi com-
mentarii academiae scientiarum Petropolitanae, 10 (1766), 179-198.

[9] C. Falbo, Some Elementary Methods for Solving Functional Differential Equations,
CiteSeerX, doi: 10.1.1.617.4434.

[10] L. Fox, D. Mayers, J. Ockendon, A. Tayler, On a functional differential equation,
J. Inst. Math. Appl., 8 (1971), 271–307.

[11] T. Fukunaga, M. Takahashi, Evolutes of fronts in the Euclidean plane. J. Singul.,
10 (2014), 92–107.

the pump journal of undergraduate research 3 (2020), 205–225 224



[12] M. Gergonne, Essai sur l’expression analytique des courbes, indépendamment de
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périodiques, J. Éc. polytech. Math., 18 (1820), 417–489.
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